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And wide range of scientific 
research are conducting here. 

 



        

It is the performance of experimental information 
processing facilities that will eventually determine the 
“performance” of physical research 

August 6, 1966 
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Computing is an integral part of 
theory, experiment, and technology 

development 

M.G. Mescheryakov 
N.N. Govorun 
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IT-infrastructure is the one of 
JINR basic facilities 
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JINR  CMS Tier-1 tape robot load  

The requests from 

the worldwide 

Tier’s to the JINR 

CMS Tier-1 for data 

in June 2016 
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Web portal

Neural network

Mobile application Other services Desktop application

Data sources

1. United Nations Economic Commission for Europe International Cooperative Programme on Effects of Air Pollution on Natural Vegetation and Crops 
(http://icpvegetation.ceh.ac.uk) 
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Parallel computing on HybriLIT 

Parallel computing for QCD problems: 

F. Burger(IP, HU, Berlin, ),  

 M. Müller-Preussker (IP HU, Berlin, Germany), 

 E.-M. Ilgenfritz (BLTP& VBLHEP, JINR), 

 A. M. Trunin (BLTP JINR)  

Parallel computing for investigation of 

Bose-systems: 
Alexej I. Streltsov (“Many-Body Theory of Bosons” group at 

CQD, Heidelberg University, Germany), 

Oksana I. Streltsova (LIT JINR) 

Parallel computing for Technical problems: 

A. Ayriyan (LIT JINR), J. Busa Jr. (TU of Kǒsice, Slovakia),  

 E.E. Donets (VBLHEP, JINR), 

 H. Grigorian (LIT JINR,;Yerevan State University, Armenia), 

  J. Pribis  (LIT JINR; TU of Kǒsice, Slovakia)  



Standing Wave Solutions Corresponding to the Cavity 
Resonances in BSCCO Intrinsic Josephson Junctions 

Ivan Hristov, Radoslava Hristova, Stefka Dimova Sofia University, Bulgaria / LIT, JINR, May 26, 2016 Seminar in LIT-JINR 

Hybrid MPI+OpenMP Parallelization 
of a Leapfrog Algorithm for Solving 

Systems of 2D Sine-Gordon Equations 

Computational challenges in solving this system:  
Discretization of the 2D domain may ask for  
106–108 mesh points. 
Stable integration scheme with respect to the 
time variable depends on problem parameters 
and may ask for 108–109 time steps. 

The Intrinsic Josephson 
Junctions in BSCCO 
crystals (IJJ-BSCO) are a 
strong source of THz 
radiation.  

The phase dynamics of 
the IJJ-BSCO is described 
by a system of perturbed 
2D Sine-Gordon 
equations.  

HybriLIT  
Intel Xeon 
E5-2695 v2 

IICT-BAS 
Intel Xeon 
X5560 

IICT-BAS 
Intel Xeon 
X5560 
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Theoretical 
Physics 

Computational 
Physics 

Experimental 
Physics 

01-3-1113-2014/2018 [2] 
Leaders: D.I. Kazakov, O.V. Teryaev, 
A.B. Arbuzov 
 

01-3-1114-2014/2018 [2]  
Leaders: V.V. Voronov, A.I. Vdovin,  
N.V. Antonenko 
 

01-3-1115-2014/2018 [2]  
Leaders: V.A. Osipov,  A.M. Povolotskii 
 

01-3-1116-2014/2018 [1]  
Leaders: A.P. Isaev, A.S. Sorin  
Deputy: S.O. Krivonos  
Scientific leader: A.T. Filippov 
 

01-3-1117-2014/2018 [1]  
Leaders: V.V. Voronov,  A.S. Sorin 
Scientific leader: A.T. Filippov 

BLTP 

FLNP 

 

02-2-1099-2010/2018 [1]  
Leaders:  D.V. Naumov,  A.G. Olshevskiy 
 

02-2-1125-2015/2017 [2] 
Leader: L.G. Tkatchev, Deputy:  V.M. Grebenyuk 
 

03-2-1101-2010/2017 [2]  
Leader: A.V. Kulikov,  Deputy: Z.Tsamalaidze 
 

02-2-1124-2015/2017  [1] 
Leader: V.V. Glagolev, Scientific leader: J.A. Budagov 
 

03-2-1102-2010/2018 [2] 
Leaders: G.A. Karamysheva, S.L. Yakovenko, 

Scientific leader:  L.M. Onischenko 
 

02-2-1123-2015/2019 [1] 
Leader:  A.S. Zhemchugov 

04-4-1122-2015/2017 [1] 
Leaders: S.A. Kulikov, V.I. Prikhodko 
 

03-4-1128-2017/2019 [1] 
Leader: V.N. Shvetsov, 
Deputies: Yu.N. Kopatch, E.V. Lychagin, 
P.V. Sedyshev 
 

04-4-1121-2015/2017 [1] 
Leaders:   D.P. Kozlenko, V.L. Aksenov , 
A.M. Balagurov 

LIT participates in 48 projects 
of 30 JINR topics of the  

2017 Topical Plan of JINR 

VBLHEP 

02-1-1097-2010/2018 [2] 
Leader: A.D. Kovalenko,  
Deputies: N.M. Piskunov,  
V.P. Ladygin, M. Finger (Jr.),  
R.A. Shindin 
 

02-1-1088-2009/2019 [2] 
Leader: A.S. Vodopyanov 
 

02-1-1106-2011/2019 [2] 
Leader: A. Malakhov, V. Ivanov  
 

02-0-1066-2007/2020 [4] 
Leaders: R. Lednicky, Yu.A. 
Panebratsev 
 
 

 

02-0-1065-2007/2019 [4]  
Leaders: A.S. Sorin, V.D. Kekelidze, G.V. Trubnikov   
Deputies A.D. Kovalenko, I.N. Meshkov 
 

02-0-1085-2009/2019 [1] 
Leader: A.P. Nagaytsev, Scientific leader: I.A. Savin 
 

02-0-1083-2009/2019 [5] 
Leader: A. Zarubin,  Scientific leader: I.A. Golutvin 
 

02-0-1081-2009/2019 [1] 
Leader:  V.A. Bednyakov 
Deputies:  E.V. Khramov, A.P. Cheplakov 
 

02-0-1108-2011/2017 [1] 
Leader: G.D. Alexeev 
Deputies: A.N. Skachkova, A.S. Vodopyanov 
 

05-8-1037-2001/2019 [1] 
Leader:   N.A. Russakovich 
 

06-0-1120-2014/2018 [1]  
Leaders:   V.A. Matveev , S.Z. Pakuliak  

Information  
Technologies 

LIT 

05-6-1118-2014/2019 
Information and Computing 

Infrastructure of JINR 
 

05-6-1119-2014/2019 
Methods, Algorithms and 

Software for Modeling 
Physical Systems, 

Mathematical Processing and 
Analysis of Experimental Data 

04-5-1131-2017/2021 [1] 
Leaders: S.N. Dmitriev,  P.Yu. Apel 
 

03-0-1129-2017/2021 [1] 
Leaders: G.G. Gulbekyan, S.N. Dmitriev, M.G. Itkis 
Scientific leader: Yu.Ts. Oganessian  
 

03-5-1130-2017/2021 [1] 
Leaders: M.G. Itkis 
Scientific leader: Yu.Ts. Oganessian 
 

DLNP 
 

FLNR 
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πP interactions at 100 GeV/c 
Red lines – old QGSp Blue lines – new QGSp 

CERN RHIC 

NICA 

Now FTFP_BERT Physics List is a favorite Physics List  
of Geant4 

Physics List – QGSp_BERT used by ATLAS and CMS 

Geant4 – toolkit for simulating particle passage through matter.  

Areas of application: high energy, nuclear and accelerator physics, 
medical and space science. 

Main task – Simulation of hadronic interactions and 
electromagnetic showers.  

Main yield of LIT: Development of Fritiof (FTF) hadronic model;                          
Simulation of interactions: (1) Λ

(2) 

Specific tasks solved: ● Improvement of string fragmentation; 
● Improvements of processes cross sections; ● Inclusion of the 
Reggeon cascading for correct description of  nucleus breakups; 
● Improvement of parton momenta sampling  

Future tasks: ●●  Contribution to code parallelization 
within Geant 4 modules 

Slow neutron production, ITEP experimental data (1983)  
  [Shower shape improvement] 

 

Improvement of QGSp in Geant4 

https://inspirehep.net/record/1488031/
http://dx.doi.org/10.1016/j.nima.2016.06.125


 ̶   Automation upgrade of on-line data acquisition and processing 
        [Instance:  ●●  For the future modernizations of YUMO spectrometer at IBR2] 

 ̶   Reliable statistical inferences under low statistics and incomplete observation  
        [Instance:  ●●  This is a permanent problem asked for scrutiny by the low-statistcs experiments] 

 ̶   New mathematical methods and emerging software for reliable data acquisition  
        [Instances:  ●●  Methods for dynamical image recognition under neutron diffraction on poly-crystals     
                                    enabling  analysis of crystalline matter concerning crystallographic symmetry analysis,  
                                    microstructural analysis , investigation of the kinetics of the matter processes  
                                    at FLNP detectors;  
                             ●●  Methods for solving problems of the high "intellectuality" pattern recognition serving   
                                    to the elaboration of new software for the automatic calibration of multi-detector  
                                    systems in FLNR; 
                             ●●  Methods for solving ill-posed problems which emerge in the analysis of  
                                    multidimensional distributions enabling  elaboration of new software for the 
                                    determination of times of decay by scintillators using an autocorrelation delayed  
                                    coincidence time spectrometer in DLNP] 

 ̶  New segment building algorithm for the Cathode Strip Chamber (CSC) of the CMS 
facility 
 



A.G. Soloviev, T.M. Solovieva (LIT), A.V. Rogachev, A.I. Kuklin (FLNP) [under development] 

Automation of on-line data storage on modernized YUMO spectrometer 



Packages MAPS and SPEVA were developed for preliminary analysis and final mathematical 
processing of large neutron diffraction data got in studies of transition processes in crystals. 
They secure automatic visualization of 2D data obtained at HRFD-diffractometer with time of 
flight scanning, respectively analysis of atomic structure changes during transition processes  

V.B. Zlokazov, D.A. Balagurov, I.A. Bobrikov, N.Yu. Samoilova, A.M. Balagurov, JINR Preprint P3-2014-94; 
V.B. Zlokazov, I.A. Bobrikov,  A.M. Balagurov, EPJ WoC 108, 02049 (2016) 

An instance:  
Structural phase transition 
between cubic (in red) and 
tetragonal (in blue) phases 
resolved in the diffraction 
spectrum of CuFe2O4 at the 
temperature T= 420 0C 

Real-Time Visualization and Analysis of 
Neutron Diffraction Data 



Collaboration DLNP – LIT – NINP PAS Cracow, Poland (K. Daniel, K. Gugula, J. Sulikowsky [INP, PAS], I.V. Amirkhanov [LIT],  
G.A. Karamysheva, I.N. Kiyan, N.A. Morozov, E.V. Samsonov [DLNP] 

I.V. Amirkhanov, G.A. Karamysheva, I.N. Kiyan, J. Sulikowsky, PEPAN Letters, 2015, Vol. 12, pp. 673-677.) 



Standard alg. [blue] 

New alg. [red] 

http://dx.doi.org/10.1051/epjconf/201610802023


Event reconstruction algorithms:  

1)Tracking: Kalman filter and track following; 

2) Ring reconstruction: Hough Transform, COP, ellipse fitting; 

3) Electron identification in RICH: ANN and cuts. 

Results:  

1) High efficiency of track and ring reconstruction (93-95%); 

2) Very fast algorithms (few ms per event). 

Fast parallel algorithms were 

developed for event  

reconstruction in the CBM 

CBM (GSI) – Methods, Algorithms & Software 

for Fast Event Reconstruction 

Tasks:  

ψ→ ψ→

Task 
Initial 

Time [ms/event] 

Parallel 
Time [ms/event] 

Speedup 

Tracking 730 1.5 487 

Ring reconstruction 375 2.5 143 



Software for BM@N GEM (Gas Electron Multiplier) tracker 

http://dx.doi.org/10.1051/epjconf/201610802012
http://dx.doi.org/10.1051/epjconf/201610802012
http://dx.doi.org/10.1051/epjconf/201610802012
http://dx.doi.org/10.1051/epjconf/201610802012


 ̶   New approaches to the derivation of involutive Groebner bases  
         [Tasks:  ●●  Down-up approach to the derivation of compact bases;  

                       ●●  Parallel algorithms for the construction of compact involutive bases; 

                       ●●  Generation of finite difference schemes inheriting  

                               the algebraic properties of the ancestor partial differential equations; 

                       ●●  Numerical algorithm applications to the analysis of low dimensional nanostructures 

                               and other composite quantum systems in molecular, atomic and nuclear physics] 

 ̶   Modeling and control of quantum information processes  
         [Tasks:  ●●  Entanglement description in systems of qubits as the main resource in  
                               quantum information and communication; 
                       ●●  Study of systems of charged particles under strong laser radiation;  
                       ●●  Modelling quantum dynamics of elementary particles and nuclei interacting  
                              with strong laser radiation. Proposals for the European project “Extreme Light 
                              Infrastructure (ELI)”, Prague (Chezh Republic) and Măgurele (Romania)] 

 ̶   Design of algorithmic methods of discrete quantum mechanics 
         [Tasks:  ●●  Description of quantum gates; 
                       ●●  Applications to quantum information processes] 



D.Michels (Stanford U), D.Lyakhov (HMTI, Minsk), V.Gerdt (LIT), G.Sobottka, A.Weber (Univ. Bonn), LNCS 9301, 2015, pp.320–331 

Governing system of 12 nonlinear very stiff partial differential-algebraic  equations:  

, adiag(1, 1) , , adiag(1, 1) , adiag(1, 1) 0, adiag(1, 1) 0T T

t s t s t s sA v n f I m n l v v                           

To obviate stiffness, the solution derived by the authors from LIT JINR and  HMTI-BAS (Minsk) 
combined computer algebra and numerical methods: analytical solution of the parameter-free 
part of the system and numerical for the remaining part.   



LIT schools 

Distributed Computing and Grid-technologies  

in Science and Education 

Mathematics. Computing. Education 



Thank you for attention! 



HybriLIT: heterogeneous computation cluster 



Computation component HybriLIT 

SuperBlade Chassis including 10 
calculation blades for run user tasks. 

HARDWARE 

252CPU cores; 
77184 CUDA cores; 
182 MIC cores; 
~2,5 Tb  RAM; 
~57 Tb HDD. 

TOTAL RESOURCES 

HybriLIT: heterogeneous computation cluster 

The cluster contains 10 computational nodes with graphical accelerators NVIDIA Tesla 
K20X, K40, K80, Intel Xeon Phi 7120P, 5110 coprocessors. All computational nodes 
include two Intel Xeon E5-2695v2 and V3 processors each. 

7 blades include specific GPU 
accelerator sets. Driven by 
NVIDIA CUDA  software. 

1 blade includes 2 PHI 
accelerators. Driven by Intel 

MPSS  software. 

1 blade includes 1 PHI and 1 
GPU accelerators. Mixed 

NVIDIA CUDA and Intel MPSS  
software. 

1 blade includes  
2 multi-core CPU processors. 

Large ~7 Tb storage area 



NVIDIA cuBLAS NVIDIA cuRAND NVIDIA cuSPARSE NVIDIA NPP 

Vector Signal 
Image Processing 

GPU Accelerated 
Linear Algebra 

Matrix Algebra 
on GPU and 
Multicore 

NVIDIA cuFFT 

C++ STL 
Features for 

CUDA 
IMSL Library 

Building-block 
Algorithms for 

CUDA 
ArrayFire Matrix 

Computations 

Sparse Linear 
Algebra 

Source: https://developer.nvidia.com/cuda-education. (Will Ramey ,NVIDIA Corporation) 

Some GPU-accelerated Libraries 

http://code.google.com/p/thrust/downloads/list
https://developer.nvidia.com/cuda-education
https://developer.nvidia.com/cuda-education
https://developer.nvidia.com/cuda-education

