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• Medical diagnoses often rely on expert
opinions, but in heart disease cases,
consensus is difficult due to varying patient
symptoms. To improve early detection and
treatment outcomes, researchers are developing
new methods to identify heart disease in its
early stages.

• Machine Learning (ML) is a field of AI that
enables computers to learn from data and make
predictions without being explicitly
programmed.

Background:

• Develop a predictive model using clinical and
demographic data to identify patients at risk
for heart disease.

• This project uses supervised learning,
specifically classification, to predict heart
disease based on patient medical data.

Project Objective:

1. Introduction

FIG.1: AI and its 

subcategories
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1.1. General Workflow For Classification AI dev.
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• Source:

• Dataset of 303 patients with 13 clinical

features and a binary target variable

(target: 1 = heart disease, 0 = no heart

disease).

• Obtained from Machine Learning Repository at

https://www.openml.org/search?type=data&statu

s=active&id=43672.

• Key Features:

2. Dataset Overview

ECG measurements Blood measurements
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2.1. Exploratory Data Analysis

• Checking if the data was 
unbiased, and non-randomly 
generated. 

• Checking distribution, range, 
outliers, duplicates, etc.. 5



• Checked and cleaned data (no missing values in provided sample)
• Standardized numerical features

Preprocessing:

• Random Forest Classifier for its accuracy and interpretability

• Gradient Boosting
• Neural network
• Decision Tree
• Logistic regression
• Ensemble model

Model Selection:

• Data split into training and testing sets (e.g., 80/20)
• Performance measured by accuracy, precision, recall, F1-score, and ROC-AUC

Training & Evaluation:

3. Methodology
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Blood 

sample

ECG measurements

Spectrophotometric 

analysis of glucose 

and cholesterol.

Symptomatic 

data

Heart Disease Healthy

Random forest

Decision Tree

Logistic regression

Feed Forward NN

Gradient Boosting

Ensemble (Weighted)

Optimization

• Accuracy

• Precision

• F1 Score

• ROC AUC

• Confusion matrix

• Etc...

Performance estimation

Binary Output:

(Disease/No Disease)

Model TrainingOpenML Repository

Training Set Validation Set

Dataset

Best performing algorithm

Random Forest

Performance visualization

Application Dev.

Heart Disease Predictor.exe

Collected data from 

differentt countries
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Results
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FIG. 2 Compares the performance of different 

machine learning models using Receiver 

Operating Characteristic (ROC) curves.

FIG. 3 Assesses how well each model's predicted 

probabilities match real-world outcomes, which 

is crucial for clinical decision-making.
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FIG. 4 Evaluates model performance using 

precision-recall curves, which is particularly 

informative for imbalanced medical datasets.

FIG. 5 Compares the classification performance

of five different machine learning models

through their confusion matrices, showing how

each model distinguishes between patients with

and without heart disease.
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FIG. 6 Presents a side-by-side evaluation of six 

machine learning models across six key 

performance metrics for heart disease detection

FIG. 7 Reveals the most influential medical 

factors for predicting heart disease, as 

determined by a Random Forest algorithm.
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* Summary Results For Model Performance

Comprehensive quantitative comparison of six machine 
learning models across seven key evaluation metrics.
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5.Other Real-World Projects
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Thank you.

For more information, please contact: 
zeyad.mansour@aucegypt.edu
alexbe323@gmail.com
Rabab.asar17@fsc.bu.edu.eg
Enjy_sayed@aun.edu.eg
Esraa_Hussien@aun.edu.eg
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